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ABSTRACT. Rainfall- Runoff relationship analyzes are essential for the protection of 

flood rooting, management of water resources and design of water structures. In this 

study, Neuro-Fuzzy (NF) and Support Vector Machines (SVM) methods are applied for 

Rainfall- Runoff prediction. Daily hydrological and seasonal data taken from Muskegon 

basin in USA were used for present study. 1397 daily data of rainfall, temperature and 

runoff from the study area were analyzed by NF and SVM methods. The results show 

that the SVM method lead to low errors and high determinations in the Rainfall-Runoff 

modeling. Models results are compared with daily observed data. SVM method can be 

used as an alternative to classical methods in Rainfall- Runoff prediction. 
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1. INTRODUCTION 

 

For many years hydrology engineers have needed to achieve runoff forecast 

for several purposes such as water supply, flood control, irrigation, drainage, 

water quality and energy production. For this reason, they have tried to 

understand the relationship between rainfall and runoff. In hydrology and water 

resources engineering, accurate estimation of the rainfall and runoff relationship 

on a drainage basin is an important issue. This prediction can be made for a short 

period of time, such as single periods or torrential events, or to cover long periods 

such as monthly or annually. However, the change in local and regional 

characteristics makes it difficult to identify. The analysis is designed with the aid 

of mathematical and statistical models, leading to a more accurate analysis and 

trying to estimate the past parameters of the hydrological cycle. In this 

hydrological cycle, the rainfall-runoff relationship has particular importance. 

Artificial intelligence was applied in hydraulic events and water resource 

management by many researchers (Nivesh et al., 2018; Demirci et al., 2015a, 

2015b, 2016, 2017, 2018a, 2018b; Kaya et al., 2016, 2017, 2018; Tasar et al., 

2017, 2018; Demirci and Baltaci, 2013; Unes, 2010a, 2010b; Unes and Demirci, 

2015; Unes et al., 2015, 2017a, 2017b, 2018a, 2018b, 2018c). 
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When the studies are examined, estimations can be made about the operation of 

watershed and water resources by using hydrological and climatic data. Gokbulak et 

al. (2015) used for rainfall-runoff modeling, artificial neural networks (ANN) with 

feed forward back propagation. 

Shoaib et al. (2016)  investigated the potential of hybrid Wavelet Co-Active 

Neuro Fuzzy Inference System (WCANFIS) models for rainfall-runoff simulations 

in China. Mishra and Karmakar (2018) examined the backpropagation neural 

network model by using the rainfall-runoff data. Granata et al. (2016) have used  

support vector machine approach (SVM) for rainfall-runoff modeling.  The purpose 

of this study is to investigate the rainfall-runoff prediction performance of Neuro-

Fuzzy (NF) and Support Vector Machine (SVM) methods. 

 

 

2. DATA AND METHODS 

 

2.1. Data used 

Muskegon river basin is selected as study area in this paper. The main stream is 

348 km long and drains an area of 6100 km2 in Muskegon river basin. 1397 daily data 

for water temperature, runoff and rainfall were used. Data set is collected between 

2014 and 2018 years by USGS. Data belongs to Muskegon River basin with station 

number 04121970. In Figure 1, view of Muskegon river basin is given. 
 

 
 

Fig. 1. General view of the Muskegon River Basin (USGS) 

 

2.2. Methods 

In this paper, Neuro-Fuzzy (NF) and Support Vector Machine (SVM) methods 

were used to obtain rainfall-runoff estimation model. Data belongs to Muskegon 

River with station number 04121970.  
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2.2.1. NF Method 

Neuro-Fuzzy (NF) model, first described by Zadeh (1965), is based on fuzzy 

cluster logic. NF system works by a learning algorithm derived from neural network 

functional rules. The parameters of the fuzzy inference system are determined by the 

neural network learning algorithms. In a fuzzy rule-based system, different analysis 

methods such as Sugeno can be applied. NF with Sugeno type works according to 

"If-Then" rule and the NF structure uses the Sugeno-Fuzzy rules. According to "If-

Then" rule, if x is A1 then y is B1 where A1 and B1 are linguistic values defined by 

fuzzy sets. It is possible to introduce fuzzy systems that logical models which is 

consisted of “If-Then” rules and membership functions. For more information, 

researchers can access Jang [30]. 

 

2.2.2. SVM Method 

Support Vector Machine (SVM) is a method of learning found by Cortes and 

Vapnik (1995) for solving the classification and regression problems. It is likely that 

classification of variables on a plane by drawing a boundary between them. The 

boundary which is drawn between variables must be as far as possible to each 

variable. SVM provides to define how to draw this boundary between variables 

group. In SVM, the Kernel method greatly increases machine learning in nonlinear 

data.  The process of an SVM estimator (y) can be expressed as: 

                                                (1) 

where  the Kernel function is Kxi , b is bias term of SVM network and  

  Wjk is called as the weight vector.  

Kx and W show Lagrange multipliers. Kxi is a nonlinear function that maps the 

input vectors into a high-dimensional feature space. The inner product of the inputs 

is calculated by using kernel functions. Lagrange multipliers show the weights the 

non-linear Poly Kernel functions used in this study. Details about SVM can be found 

in Vapnik (1999) and Haykin (1999). 

 

 

3. RESULTS AND DISCUSSIONS 

 

In this study, the results of Neuro-fuzzy (NF1, NF2) and Support Vector Machine 

(SVM1, SVM2) were compared according to the following statistical criteria. In the 

model SVM1 and NF1, daily water temperature (T), rainfall (P), runoff time series 

(Qt-1), parameters were used for runoff modeling. In addition, in the model SVM2 

and NF2, runoff modeling was performed with water temperature (T), rainfall (P), 

rainfall time series (Pt-1), runoff time series (Qt-1). In this study, 350 of the 1397 daily 

temperature and rainfall-runoff data were used for testing, while the remaining 1047 

were used for training. In the modeling, Statistical criteria such as Determination 

coefficient (R2), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) 

were calculated and the results were interpreted by two evaluations for each model. 

b)jkWxi(Ky +=
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The R2 measures the strength of the correlation between the predicted and real 

values. The fact that the linear relationship is 1 indicates that the result is very close. 

The MAE and RMSE measure the accuracy by continuously calculating the mean 

size of the errors in the estimation without taking into account the aspects of the 

variables. MAE and RMSE are used to diagnose the possibility of errors. R2, MAE 

and RMSE calculations were determined according to below equations: 
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MAE, RMSE and R2 statistics are calculated for comparison of methods 

used. SVM and NF results are given in Table 1. 

 
Table 1. Statistical results of NF and SVM models 

 

MODELS NF1 SVM1 NF2 SVM2 

INPUTS T, P, Qt-1 T, P, Qt-1 T, P, Pt-1, Qt-1 T, P, Pt-1, Qt-1 

MAE 5.86 5.22 5.56 4.88 

RMSE 18.05 11.94 16.12 10.26 

R2 0.77 0.89 0.81 0.92 
T: water temperature, P: rainfall, Q: runoff 

 

The most appropriate result among the models where data is used, as shown in 

Table 1, is given by SVM2 model. Distribution and scatter graphs of NF1 model are 

shown in Figure 2 and 3 below, respectively.  

 

 
Fig. 2. NF1 model distribution charts for Muskegon River test data 
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Figure 2 and 3 show the performance of NF1 model. Determination coefficient 

for NF1 model is 0.77. Distribution and scatter graphs of SVM1 model are shown in 

Figure 4 and 5 below, respectively. 
 

 
Fig. 4. SVM1 model distribution charts for Muskegon River test data 

 

 

Fig. 3. NF1 model scatter charts for 

Muskegon River test data 

Fig. 5. SVM1 model scatter charts for 

Muskegon River test data 
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Figure 4 and 5 show the performance of SVM1 model. Determination coefficient 

for SVM1 model is 0.89. When NF1 and SVM1 models were examined, it was 

observed that SVM1 model gave better results. Distribution and scatter graphs of 

NF2 model are shown in Figure 6 and 7 below, respectively. 

 

 
Fig. 6. NF2 model distribution charts for Muskegon River test data 

 

 
Fig. 7. NF2 model scatter charts for Muskegon River test data 

 

Figure 6 and 7 show the performance of NF2 model. Determination coefficient 

for NF2 model is 0.81. Distribution and scatter graphs of SVM2 model are shown in 

Figure 8 and 9 below, respectively. 

Figure 8 and 9 show the performance of SVM2 model. Determination coefficient 

for SVM2 model is 0.92. When NF2 and SVM2 models were examined, it was 

observed that SVM2 model gave better results.  

According to Table 1 and distribution-scatter charts, it is observed that SVM models 

have good results for the test data. The good results can be expressed by a high 

coefficient of determination (R2) and a low error amount (RMSE, MAE). Accordingly, 
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the best estimation is given by the SVM2 model with the highest value of correlation (R2 

= 0.92) and the lowest error value - RMSE (10.26 m3/s) and MAE (4.88 m3/s). 

 

 
Fig. 8. SVM2 model distribution charts for Muskegon River test data 

 

 
Fig. 9. SVM2 model scatter charts for Muskegon River test data 

 

In addition, comparing the two NF models highlights that NF2 models is better 

(R2 = 0.81, RMSE = 16.12 m3/s and MAE = 5.56 m3/s). As a result of this study, the 

use SVM method for modeling the relationship between rainfall-runoff, (which is 

one of the artificial intelligence methods) can be presented as an alternative to 

traditional methods. 

 

 

5. CONCLUSIONS 

 

In this study, Neuro-Fuzzy (NF) and Support Vector Machine (SVM) methods 

were used to obtain the rainfall-runoff estimation model of the Muskegon River. 
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Water temperature, rainfall, runoff time series and runoff modeling was performed 

for the model SVM1 and NF1. In addition, in the model SVM2 and NF2, runoff 

modeling was performed with water temperature, rainfall, rainfall time series and 

runoff time series. SVM model results are compared with the measured runoff 

quantity and the results of the NF method. 

It has been observed that the NF method gives quite accurate results in the 

solution of the problem. However, comparison of SVM and NF methods show that 

SVM has better estimation performance for rainfall-runoff relation. 

As a result, the low amount of error (MAE, RMSE) ratios and high determination 

(R2) provided the desired performance in SVM methods. The reason for the high 

correlation of the SVM method is that determine the relationship between rainfall 

and runoff.  

Support Vector Machine (SVM) have been found to be a model that can be 

applied in the estimation of the runoff occurring with rainfall, in the studies which 

water planning is required and in determining the water level changes. As a final 

result, it is understood that SVM can be used for hydrological modelling which is 

necessary for water resources management and planning future requirements. 
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