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ABSTRACT. Flash Flood Forecasting Using Machine Learning Models: A 

Scientometric Analysis. Hydro-meteorological hazards are a major issue in many 

regions of the world, including Romania. Among these, flash floods are the most 

frequent phenomena, generating significant annual socio-economic and 

environmental damages. In recent years, flash flood forecasting using machine 

learning algorithms has become an useful tool for data-based hydrologic modeling. 

Machine learning allows to create mathematical relationships between the river 

discharge and other climatic and physico-geographic parameters from the training 

dataset. This paper aims to perform a scientometric analysis using open-source 

programs, namely ScientoPyGui and VOSviewer. The expression ‘flash flood 

forecasting AND machine learning’ was searched in the Web of Science and Scopus 

databases. After merging and removing duplicates, 112 publications were retained 

for analysis. Their number has increased by 60% in the past three years (after 2021) 

with a trend towards a sub-branch of machine learning, namely deep learning. The 

spatial distribution of the papers showed that China is a global leader with 25% of 

the total. These findings highlight the increasing role of machine learning based 

models (particularly deep learning) in enhancing flash flood forecasting, a 

nonstructural measure for the flash flood risk mitigation.  
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1. INTRODUCTION 

 

Hydrological disasters, particularly flash floods, have emerged as a major global 

concern, causing extensive damage and loss of life. According to report by Centre 

for Research on the Epidemiology of Disasters (CRED), hydrological disasters had 

the highest occurrence rate (50%) among all natural disasters between 2006-2015 

(Guha-Sapir et al., 2016). By 2050, damages from hydro-meteorological hazards are 

expected to reach one trillion dollars annually (Hartnett and Nash, 2017; Bubeck and 

Thieken, 2018; Tien Bui et al., 2019). These alarming statistics underscore the urgent 

need for effective forecasting tools to mitigate the devasting impact of flash floods.  
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The term ‘flash flood’ is often used interchangeably, but its precise definition 

remains a matter of debate within the scientific community (Gruntfest and Handmer, 

2001a, 2001b; Kaiser et al., 2020). While torrential rains are a primary trigger, other 

factors such as rapid appearance of a large volume of water, or cyclones can also 

contribute to flooding. In general, flash floods are characterized by rapid increases 

in river discharge over a short period of time (2-6 hours) and typically occur in 

watersheds smaller than 250 km2 (Stănescu and Drobot, 2002; WMO, 2011). 

Hydrological forecasting models play a crucial role in mitigating the impacts of 

flash floods by providing timely warnings to vulnerable communities. These models 

can be broadly classified into three categories: ‘black-box’, conceptual and 

distributed models (Kan et al., 2019). Machine learning models are part of the ‘black 

box’ models which are also called ‘data-driven’ models. They are based only on 

historical data and mathematical relationships that they develop themselves (Dazzi 

et al., 2021). Machine learning allows to create mathematical relationships between 

the river discharge and other climatic and physico-geographic parameters from the 

training dataset. Subsequently, based on precipitation forecasts and mathematical 

relationships, machine learning algorithms generate river discharge forecasts. 

This study aims to conduct a scientometric analysis of scientific publications that 

utilize machine learning models for flash flood forecasting. Scientometric analysis 

mining data from literature to gain insights into the development scientific research 

in a particular field (Mingers and Leydesdorff, 2015; Li et al., 2021). Combining 

data mining with visualization to understand the high-level structure of a research 

field and collaboration networks of authors provides satisfactory results (Cobo et al., 

2011; Li et al., 2021).  

In recent years, researches based on scientometric analysis and 

visualizations/illustrations in different forms of the results have become frequent in 

scientific publications. In the field of flood risk, a scientometric comprehensive study 

of methods used flood risk analyse conducted by Diaconu et al. (2021) showed the 

increasing number of papers using methodologies based on machine learning. Such 

methodologies were used in different areas/regions of the world (e.g. the papers 

published by Alipour. et al., 2020; Dtissibe et al., 2020; Costache et al., 2021, 2022; 

Towfiqul Islam et al, 2021; Li et al., 2023). Our study focuses on the scientometric 

analysis of the publications using machine learning methods for flash flood 

forecasting. It completes the current information on this topic, providing original 

results of the analysis on a global scale. 

 

2. DATA AND METHODS 

 
This paper is based on the data resulted from the search for scientific publications 

in the Web of Science and Scopus databases, using the expression ‘flash flood 

forecasting AND machine learning’. On December 1st, 2023, 68 papers were 

identified in the Web of Science Core Collection and 88 in Scopus database. The 

first identified papers date from 2007. The results were exported as table. The 

ScientoPyGui program, was then used to merge the two tables and remove duplicate 
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articles (Ruiz-Rosero et al., 2019). This resulted in a total of 112 papers. The dataset 

was subsequently examined and processed using the open-source programs 

VOSviewer 1.6.20 (https://www.vosviewer.com/download) and ScientoPyGui 2.1.3 

(https://github.com/jpruiz84/ScientoPy/releases). For mapping we used QGIS 3.22.6 

(https://qgis.org/en/site/), and Excel 2016 from Microsoft Office suite for creating 

graphs. 

The VOS mapping technique is based on a similarity matrix which can be derived 

from a co-occurrence matrix by normalizing it, to compensate the variations in the 

overall number of occurrences or co-occurrences of entities. Using the association 

strength, the similarity sij between two items i and j is calculated as (1) where cij 

denotes the number of co-occurrences of items i and j or the total number of co-

occurrences of these items (Van Eck and Waltman, 2010).  

𝑠𝑖𝑗 =  
𝑐𝑖𝑗

𝑤𝑖𝑤𝑗
                                                                  (1) 

     

3. RESULTS 

 

The analysis of the identified papers published between 2007 and 1st December 

2023 showed that the use of machine learning for flash flood forecasting has grown 

rapidly in recent years, with the last 3 years accounting for 60% of the total 

publications (Fig. 1). The processing power of computers has increased significantly 

due to technological advances. This allows for the running of very complex machine 

learning models (Kan et al., 2019). Recent studies have demonstrated higher 

accuracy of machine learning models for river discharge (Alipour et al., 2020; 

Dtissibe et al., 2020; Hill and Schumacher, 2021; Nearing et al., 2021), as well as 

for flash flood susceptibility (Costache et al., 2021, 2022; Towfiqul Islam et al., 

2021).  
 

 
Fig. 1. The  number of publications on 

the analyzed topic (source: output 

ScientoPyGui 2.1.3, Graph Microsoft 

Excel 2016) 

 
Fig. 2. Word cloud graph of identified 

journals (source: output ScientoPyGui 

2.1.3) 

 

A comprehensive analysis of the published literature in the considered databases 

revealed that the articles constitute the majority of publications (78%), followed by 

proceeding papers (10%), conference papers (8%) and reviews (4%). The top five 

journals preferred by authors are Water (9%), Journal of Hydrology (5%), Remote 

Sensing (5%), Science of the Total Environment (3%), and Environmental Earth 

https://www.vosviewer.com/download
https://github.com/jpruiz84/ScientoPy/releases
https://qgis.org/en/site/
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Science (3%) (Fig. 2). These journals are well-established and recognized for their 

high scientific quality and impact in the field of hydrology and water resources.  

The most prolific authors who have published 3 or more articles are grouped into 

7 clusters (Fig. 3). The two purple clusters represent publications published before 

2016 and have authors from France (Johannet A., Dreyfus G.) and Brazil (Ueyama 

J., Furguim G., Pessin G.). Another two clusters, in yellow, show publications after 

2022 and have authors from China (Liu C.J., Ma Q, Zanchetta A., Coulibaly P).  
 

 
Fig. 3. Co-authorship for authors using full counting network map  

(source: output VOSviewer 1.6.20) 
 

The ScientoPyGui program extracted countries from the authors affiliations. For 

a particular geographical region, multiple authors contributed to the paper’s 

conception. Some of these authors were from countries outside of the analyzed 

region. There are 41 countries with publications on flash flood forecasting using 

machine learning. The spatial distribution by country (Fig. 4) shows that the top three 

countries with the most publications are China (28), USA (22), and India (16). All 

the countries in the European continent total 42 articles. The top five countries of 

Europe are United Kingdom (7), Norway (6), France (5), Romania (4) and Italy (3). 

At the global level, Romania ranks tenth. 

The institutions the authors belong to were extracted from their affiliations. As 

shown in Figure 5 most institutions are from China. In this country there is a strong 

interest in this field in universities, such as North China University Water Resources 
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and Electric Power, Beijing Normal University, National Cheng Kung University. 

There is also interest in other Chinese institutions, such as China Institute Water 

Resources and Hydropower Resources. In US, the main institutions with publication 

on the analyzed topic are Oklahoma University and Colorado State University. 

The VOSviewer program was used to extract keywords from all papers. 

Keywords that appeared more than 5 times were then selected. The results illustrated 

in Figure 6 show a transition in research topics from rain-runoff model optimization 

(purple boxes) to machine learning (light green boxes), followed by a trend towards 

deep learning, a subfield of machine learning (yellow boxes).  

 
Fig. 4. Spatial distribution of identified publications by country 

 (source: output ScientoPyGui 2.1.3, maps QGIS 3.22.6) 
 

 

 
Fig. 5. Word cloud graph of the author’s institutional affiliation 

 (source: output ScientoPyGui 2.1.3) 
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Fig. 6. Co-occurrence for index keywords using full counting network map 

 (source: output VOSviewer 1.6.20) 

 

4. DISCUSSIONS 

 

This study explored the use of machine learning for flash flood forecasting by 

conducting a scientometric analysis of relevant papers. Our findings highlighted the 

rapid growth in this field, with a significant increase in publications after 2021. This 

underlines the growing recognition of machine learning’s potential to improve flash 

flood prediction and mitigate its devasting consequences. 

While the theoretical benefits of machine learning are promising, their real-world 

effectiveness remains an important area of investigation. Fortunately, several recent 

applications demonstrate their practical value. Below are presented implementations 

of machine learning in the operational forecasting in countries like China, U.S.A, 

Brazil, Bangladesh, Sri Lanka, Colombia. 

China was implemented a long short-term memory (LSTM) method for flash 

flood forecasting. The LSTM based approach outperformed the benchmark rainfall 

triggering index (RTI) and flash flood guidance (FFG) traditional methods (Zhao et 

al., 2022). 

In U.S.A, a probabilistic forecast system for excessive rainfall, known as the 

Colorado State University Machine Learning Probabilities (CSU-MLP) system was 

developed. This system represents an example of a successful research-to-operations 

transition (Schumacher et al., 2021) 
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In Brazil, a feasibility study by Lima and Scofield (2021) explored the potential 

of using neural networks in early warning system for operational forecasting (Lima 

and Scofield 2021). 

From 2018 Google has expanded geographically with an operational flood 

forecasting system. It is available in 80 countries. In a small number of cases Google 

utilizes local historical and real time data provided by the following governments: 

Bangladesh, Sri Lanka, Colombia, Brazil. Floods alerts sent to the public via 

different channels: web-search, smartphone push notification, Google Maps, Flood 

Hub platform (https://sites.research.google/floods/l/0/0/3). Romania benefits from 

14 gauges integrated within the Flood Hub system. Stage forecasting is modeled with 

the long short-term memory (LSTM) networks and linear models (Nevo et al., 2022). 

Despite the advancements, machine learning models for flash flood forecasting 

face certain challenges. One major obstacle is data scarcity. Furthermore, 

computational demands can be significant, particularly for deep learning models, 

posing challenges for resource-constrained environments. Addressing these 

challenges requires continued research efforts in data acquisition, model 

interpretability techniques and computationally efficient algorithms (Kratzert et al., 

2023). 

The integration of machine learning models into existing systems can 

significantly improve flood management practices. Early warnings based on accurate 

forecasts can save lives and reduce damage. Policymakers can leverage these 

advancements to develop more effective early warning system, risk assessments, and 

infrastructure development strategies. 

 

5. CONCLUSIONS 

 

This paper investigated the use of machine learning methods for flash flood 

forecasting, based on the scientometric analysis of data extracted from the Web of 

Science and Scopus databases at 1st December 2023. From a total of 156 papers 

identified, 112 were retained for processing.  

The machine learning has become a more and more used tool in hydrologic 

modeling for flood forecasting, consequently, the number of the scientific 

publications with subject in this field has grown significantly in recent years 

(particularly after 2021). Technological advances, as well as the increasing 

frequency and intensity of hydrometeorological events, have played a major role in 

the development of machine learning based models  

The largest number of publications was found in China (28), where the most 

institutions involved in such studies were identified, both universities and other 

institutes. In the top of the countries with the most publications are also the USA 

(22) and India (16). Romania ranks tenth in this top with four papers.  

The scientific journals that published the most articles on the use of machine 

learning in flash flood forecasting are Water, Journal of Hydrology, Remote Sensing, 

Science of the Total Environment, and Environmental Earth Science. 

https://sites.research.google/floods/l/0/0/3
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In recent years, there has been a trend towards the use of deep learning (a subfield 

of machine learning) for flash flood forecasting.  

These findings underscore the increased interest of researchers at the global level 

for the development of efficient and useful tools as the machine learning, in order to 

improve the flash flood forecasting and mitigate the flood risk.  
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