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ABSTRACT. Prediction of the Dissolved Oxygen by Using Multi-Layer 
Perceptron and KNN Approaches: A Case Study in Coosa River, Alabama, USA. 
The dissolved oxygen amount of a water body, such as a reservoir, stream, or river, is an 
important water quality parameter that may affect society's health directly. The daily 
mean dissolved oxygen of the Coosa River was investigated in this presented study. The 
multi-layer Perceptron (MLP) approach and k-nearest neighbor (KNN) algorithm, 
recently widely used for hydrological and environmental problems, was chosen for the 
prediction. Daily water temperature (Max, Min, and Mean), daily mean specific 
conductivity, daily median water pH, and discharge parameters were inputs in the MLP 
and KNN models. A total of 3535 daily records were implemented into the model. 2951 
daily data were used as the training set, while 584 was the test set. Results were 
compared with each other by using statistical evaluation methods. The KNN approach 
was also generated by applying the same training and test sets. Based on the results, it is 
evident that the MLP (Multilayer Perceptron) model provided satisfactory dissolved 
oxygen prediction results. However, the KNN (K-Nearest Neighbors) model 
outperformed the MLP approach, despite having a lower correlation coefficient than the 
MLP. 
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1. INTRODUCTION 
 

Dissolved oxygen is an important parameter for the determination of water 
quality. Monitoring the dissolved oxygen has a significant effect on the 
management of the water systems. Mohan & Kumar, 2016 defined dissolved 
oxygen as an indicator that gives an idea about the pollution of the water system. 
As it has great importance on society's health directly, it is hard to monitor the 
dissolved oxygen because of the economic conditions of the sensors used for the 
measurements (Zhu et al., 2021). Due to the expensiveness and economic life of 
the measurement sensors, researchers recently used different machine-learning 
approaches to determine the dissolved oxygen in rivers, reservoirs, wetlands, etc. 
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Xiao, 2017 used the neural network approach to predict the dissolved oxygen. 
The area chosen for the mentioned study was Beihai, Guangxi, a traditional 
aquaculture base in southern China. They compared the model results with the 
support vector machines, auto-regressive model, curve fitting, and grey model 
approaches. As a result, they have obtained that the backpropagation neural 
network approach has better performance in predicting the dissolved oxygen. 
Huang, 2021 underlined the importance of dissolved oxygen for growing healthy 
fish in intensive aquaculture ponds. To improve the prediction precision of the 
dissolved oxygen, they have proposed a gated recurrent unit (GRU) with a 
generalized opposition-based learning particle swarm optimization algorithm 
(GOBLPSO) and a combination of complete ensemble empirical mode 
decomposition with an adaptive noise Lempel-Ziv complex (CEEMDAN-LZC) 
approaches. Kisi et al., 2021 predicted hourly dissolved oxygen by using Bayesian 
model averaging approach. They compared the models with some of the soft 
computing approaches. They considered hourly temperature, pH, and specific 
conductivity parameters as inputs in the created models. According to the results, 
they underlined that the proposed Bayesian model averaging approach has better 
performance on the prediction of dissolved oxygen. Basant et al., 2010 used linear 
and nonlinear approaches to predict the dissolved oxygen and biochemical oxygen 
demand of the surface water.  More studies about the implications of the soft 
computing approaches on the prediction of dissolved oxygen can be found in Yang, 
2023; Li et al., 2021; Xu et al., 2021; Šiljić et al.,2018. 

As it is known, the applications of artificial intelligence in environmental and 
civil engineering are not limited to the prediction of dissolved oxygen. There have 
been many studies applied to different types of hydrological or environmental 
problems recently.  Some of the prediction approaches recently performed on civil 
and environmental engineering can be found in (Kasiviswanathan, K. S., & 
Sudheer, K. P., 2017; Unes, F. &  Demirci, M., 2015;  Altay et al.,2023; Noori, N., 
& Kalin, L., 2016; Karatas, I., & Budak, A. 2021; Khazaee Poul, 2019; Unes at al. 
2020) 

In this study, two of the most tested methods in civil and environmental 
engineering, namely Multi-Layer Perceptron (MLP) and K-nearest neighbor 
(KNN), were used to predict the daily dissolved oxygen of the Coosa River, 
Alabama, USA. Since both approaches were found successful in the dissolved 
oxygen prediction, it is seen that the KNN approach gave more satisfactory results 
on prediction.  

 
2. METHODOLOGY 

 
In this study, the dissolved oxygen of the Coosa River, Alabama, USA, was 

investigated by using the MLP and KNN approaches. The data was downloaded 
from the United States Geological Survey’s website (USGS). The data consists of a 
total of 3535 daily data. The data sets were divided into training and test sets. The 
last 583 daily data was taken as the test set. The data starts from 1.1. 2013 and it 
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ends in 1.1.2023. Detailed information about the selected parameters is shared in 
Table 1.  

 
Table1. Statistical information about the data sets 

Parameter/ 
Statistic 

Training Set Unit Test Set 
Min Max Mean Std Min Max Mean Std 

Water 
Temperature 

(Min) 
3.8 32.9 17.99 7.3 C0 5.9 30.2 19.12 6.58 

Water 
Temperature 

(Max) 
4.3 36.5 19.23 7.85 C0 6.3 32.6 20.41 6.98 

Water 
Temperature 

(Mean) 
4.1 34.1 18.5 7.48 C0 6.1 31.1 19.67 6.71 

Specific 
Conductivity 51 355 150.4 44.74 (µS/cm at 

25 °C) 77 218 143.2 30.09 

PH 6.6. 9.3 7.59 0.38 - 7 8.6 7.57 0.29 
Discharge 1 998 15.74 80.99 (ft3/s)x103 1.44 27 6.87 5.09 
Dissolved 
Oxygen 5 16.4 9.05 1.5 Mg/L 4.7 12 8.69 1.43 

 
The data was prepared by eliminating the estimated daily values and the 

daily missing records. No data estimations were made to complete the missing 
daily data. 

 
2.1 Study area 

The monitoring location of the Coosa River is associated with a Stream in 
Cherokee County, Alabama. The monitoring station is a U.S. Geological Survey 
agency. The location map, downloaded from the USGS website, is shared in Figure 
1. 

 
Figure 1. The location of the monitoring station (USGS, 2023) 
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The name of the site was Coosa River at State Line, AL/GA. The decimal 
latitude of the location is 34.20194444, and the decimal longitude is -85.45325. 
 

2.2 Multi-Layer Perceptron (MLP) 
 

A multi-layer perceptron is a type of neural network with a wide range of usage 
areas. In this type of neural network, the signals have one direction which is from 
input(s) to outputs. The general structure of the MLP contains an input layer, a 
hidden layer, and an output layer. In this study, the MLP structure was 
automatically built up using WEKA software. The WEKA software lets users build 
the model structure by hand or set it up using a heuristic. For further information 
about the MLP, readers can check Almeida, 1997. The structure of the model 
created for this study is given in Figure 2. 

 

 
Figure 2. Structure of the created MLP model for the prediction of MLP 

 
2.3 K nearest neighbor (KNN) 

 
The k-nearest neighbor approach is a machine-learning approach that is 

considered a lazy method. The KNN approach is used for prediction based on the 
determination of the number of nearest k, computation of the distances between 
training values and the output, grouping the training records, and assigning a 
prediction value for the output. More information about the KNN algorithm can be 
found in D. Aha & D. Kibler, 1991. 
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3. RESULTS AND DISCUSSIONS 
 

In this study, daily water temperature (max, min, mean), specific conductance, 
PH, and discharge values of the Coosa River were added to the MLP and KNN 
approaches to predict the daily dissolved oxygen. The correlation coefficients of 
each input parameter against the output (Dissolved Oxygen) parameter are given in 
Table 2.  

Table 2. The correlation matrix of the used parameters 

 
 

When Table 2 is examined, it will be seen that there is a negative 
correlation between water temperature and dissolved oxygen. The most highly 
positively correlated parameter with dissolved oxygen is calculated as PH. The 
correlation between the discharge and dissolved oxygen can be neglected. 
Meanwhile, there is no negative or positive correlation between the discharge and 
dissolved oxygen. The correlation between the specific conductance and the 
dissolved oxygen is almost the same as the relation between dissolved oxygen and 
the discharge. 

The MLP distribution graph and scatter chart are shared in Figure 3. As 
mentioned in the methodology section, the MLP model was created by using water 
temperature (min, max, mean), specific conductance, PH, and discharge 
parameters. All input parameters are in daily format. 
 

  
Figure 3. The MLP model results 

 
When Figure 3 is examined, it can be seen that the MLP results and 

measurement values largely overlap. The determination coefficient was calculated 
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as 0.83 for the MLP. Mean absolute error (MAE), root mean squared error 
(RMSE), relative absolute error (RAE), and root relative squared error (RRSE) 
statistics were calculated as 1.02, 1.16, 84.12%, and 78.89%, respectively.  

The KNN results are shared in Figure 4. The KNN model was created by 
using the same inputs as the MLP model.  

  
Figure 4. The KNN model results 

 
As can be seen in Figure 4 determination coefficient was calculated for 

KNN models as 0.75. This value is lower than the determination coefficient of the 
MLP. However, the error statistics of the KNN model approach have much lower 
values than the MLP. Comparative statistics are shared in Table 3. 

Table 3. Statistical evaluation of the MLP and KNN models 

Statistics MLP KNN 
Correlation coefficient 0,91 0,86 
MAE 1,02 0,57 
RMSE 1,16 0,74 
RAE 84,12 46,87 
RRSE 78,89 50,11 
Total Number of Instances 584,00 584,00 

 
In Figure 4, the relationship between the KNN results and the measured 

dissolved oxygen is displayed. The distribution graph of the KNN model 
indicates that it accurately captures the measured values. Although the 
determination coefficient was found to be lower than that of the MLP 
model, all calculated error statistics demonstrate that the KNN model has 
lower errors in predicting daily dissolved oxygen. 
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4. CONCLUSION 
 
In this paper, the authors focused on predicting the daily dissolved oxygen 

values of Coosa River, AL, US. Two of the most popular soft computing 
approaches, namely Multi-Layer Perceptron and k-nearest neighbor, were selected 
for prediction of the investigated parameter. Results were compared with each 
other by using various statistical error calculations and correlation coefficients. The 
relation of the parameters was also investigated by calculating the correlation 
matrix of all selected parameters. The correlation matrix showed that there is a 
negative correlation between water temperature and dissolved oxygen. No 
correlation was detected between the specific conductance and the discharge. Only, 
A positive correlation between PH and dissolved oxygen was determined based on 
the correlation calculations.  

According to the model results, MLP has acceptable results in the case of 
dissolved oxygen by given parameters. However, the results of the MLP have 
serious error statistics. To minimize these errors, the number of epochs was 
increased during the modeling process, but the errors did not decrease more than 
presented in the results and discussion section. KNN results were found to be more 
reliable in this case study due to the lower error calculations. In conclusion, both 
methods were found useful in the case of dissolved oxygen prediction of the Coosa 
River. Model performances may be increased by using different input parameters. 
The reliability of the models also needs to be tested under different conditions for 
various types of water bodies. The performance of the models can also be tested by 
using various combinations of inputs. Similar results may be obtained even by 
using fewer input parameters. 
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